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Candidates for Spacecraft/Ground Tradeoffs by Functional Area

C1	Description of the CSOC Functional Structure

This section describes the pieces of the CSOC functional structure shown in Figure C1-1. The figure itself shows the relationships between the functional areas. In the descriptions that follow, functions that can be reduced or eliminated by moving their operations to autonomous HW and SW on-board the spacecraft are identified.

CSOC’s functional areas comprise:

1.	Space/Ground Networks, 

2.	Data Distribution Functions,

3.	Mission Operations Functions, and

4.	Data Archive & Retrieval Functions.

External to but serviced by CSOC are the mission spacecraft themselves, the Science Operations Functions, and users on the Internet and on highly secure lines. 

�

Figure C1-1, CSOC Functional Relationships Structure 

C1.1	Space/Ground Networks 

The Space/Ground Networks (S/GN’s) provide raw data movement between space and ground. The networks further provide Telemetry, Tracking, and Command (TT&C) services to spaceflight missions. 

CSOC’s S/GN’s consist of the Tracking and Data Relay Satellite System (TDRSS), a series of ground stations, the Deep Space Network (DSN), and, in the future, networks around the Moon and Mars. The wireless Space/Ground Network components are interconnected through CSOC-monitored ground terminals that also serve as first buffers to temporarily store the received science data. 

The types of missions these networks provide service for include:

1.	Space Network.

a.	Earth surface missions,

b.	ISS and SST missions,

c.	Launch support,

d.	Sub-orbital and Earth surface missions,

e.	LEO missions,

f.	MEO missions.

2.	Ground Network 

a.	Launch Support,

b.	Sub-orbital missions (balloons, sounding rockets, airplane),

c.	Low Earth Orbiting (LEO) missions,

d.	Mid Earth Orbiting (MEO) missions,

e.	Geosynchronous Earth Orbiting (GEO) missions,

f.	High Earth Orbiting (HEO) missions,

g.	Lunar missions,

h.	Near Earth missions.

3.	Deep Space Network 

a.	Discovery missions,

b.	Missions to Explore the Solar System.

4.	Mars and Moon Space Networks 

a.	Mars and Moon orbiters,

b.	Mars atmospheric flyers, 

c.	Mars balloons, 

d.	Mars and Moon landers, 

e.	Mars and Moon surface networks, 

f.	Manned missions to Mars and the Moon.

C1.2	Data Distribution Functions

The Data Distribution Functions provide the facilities and services to move data between all entities of the CSOC structure using IP compliant networks. Data Distribution networks include:

1.	Outsourced Virtual Private Networks (VPN’s) between major sites comprises the CSOC Wide Area Network (WAN). These networks are considered part of the CSOC Intranet. Data on these networks typically is encrypted at the send and receive points.

a.	Mission network (IOnet).

b.	Administration network. 

2.	Intranets at all CSOC sites for moving internal data, including IMOC’s. These connect to the intra-site VPN’s via ATM or frame relay and to the Internet via firewall servers.

a.	Mission network (IOnet).

b.	Administration network. This is connected to the Mission network via firewall at the CSOC site.

3.	The external Internet, including the NASA Internet.

C1.3	Mission Operations Functions:

Autonomous HW and SW can implement many of the following ground-based mission operations functions aboard the spacecraft of CSOC’s far term. Functions that can be reduced or eliminated on the ground by moving their operation on-board the spacecraft are identified below. The available Mission Services packages and their functions are as follows:



Table C1.3-1,  Mission Planning:�Early Gnd Auto�Later S/C Auto�Comments��1.	Provide assistance for early mission planning (pre-phase A and phase A) as follows:�����a.	Advanced mission forecasting services and�X����b.	Advanced mission project planning services.�X����2.	Provide planning services for Phases C, D, E & F for:�����a.	Pre-Launch �X����b.	Launch �X����c.	On-orbit��X�Task-based operations. S/C agent plans ops.��d.	Post Mission�X����

Table C1.3-2,  Mission Control:�Early Gnd Auto�Later S/C Auto�Comments��1.	Plans and procedures development services provide:�����a.	Standard document formats,�X��From csoconline.com��b.	Checklists to guide content,�X��From csoconline.com��c.	Example documents,�X��From csoconline.com��d.	Expert assistance.���Requested through csoconline.com.��2.	Test & simulations services include:�����a.	Simulation Based Design (SBD) tools,�X����b.	General interface checkout tools.�X����c.	General functional test facilities: test benches, general test equipment, power, lighting, A/C, etc.�X����d.	Standard control computers: PC’s with control and Office software, local printers, LAN access, etc.�X�X�S/C & instruments on net during testing��3.	Pre-launch operations services include:�����a.	Communications, command, telemetry monitoring, and data reception support of spacecraft and instruments during test and integration activities,�X�X�S/C can perform much of these activities autonomously. ��b.	On-hand test technician and engineering support,�����c.	Checkout dry-run support,�X�X�S/C will participate.��4.	Launch operations services include:�����a.	Telemetry health and status monitoring of power, temperature and any operating hardware at the umbilical interfaces,�X�X�Functions moved to S/C which relays data to consoles by RF or IP compliant umbilical.��b.	Monitoring of the RF data stream,�����c.	Act as spacecraft and instrument monitoring operators at launch countdown to verify correct data streams and good health at appropriate times in the sequence.�X�X�Most of this is to be handled automatically on ground then autonomously on S/C.��

Table C1.3-2,  Mission Control: (continued)�Early Gnd Auto�Later S/C Auto�Comments��5.	Checkout on-orbit operations services include:�����a.	Provide operator and expert support to assist or perform system, subsystem, and instrument on-orbit start-ups.�����b.	Provide assistance in verifying correct configurations after start-ups, �����c.	On-hand test technician and engineering support for troubleshooting and problem resolution.�����d.	Assist or perform uplink commanding.�����6.	Real-time on-orbit operations services include:�����a.	Periodic monitoring of telemetry health and status: power, temperature, voltages, etc.�X�X�Move monitoring to S/C and report status and un-resolvable problems��b.	Assist or perform uplink commanding.�X�X�Mostly eliminated with task-based ops on-board.��7.	Offline operations (while on-orbit) services include:�����a.	Maintain health and status database on all missions.�X����b.	Flag possible arising problems from trending data.�X�X�S/C will monitor and resolve most problems.��

Table C1.3-3,  Flight Dynamics Functions Provide:�Early Gnd Auto�Later S/C Auto�Comments��1.	Navigation Services:�����a.	Determine spacecraft ephemerides and orbit from tracking data obtained by the SN or GN.�X�X�S/C will get ephemerides from GPS. SN/GN tracking not necessary.��b.	Perform planning, design and control services for spacecraft trajectory, orbit, and pointing maneuvers.�X�X�S/C autonomously maintains orbit and handles pointing maneuvers.��c.	Provide and maintain aids for mission planning and design,�X��Most aids will reside on user computers.��d.	Assist in predicting events for mission planning and design,�X�X�User computer SW and S/C predict events.��e.	Maintain atmospheric models for use in predicting spacecraft drag effects.�X�X�This service can be provided by the user computer and S/C SW.��2.	Attitude Services�����a.	Assist in attitude determination, prediction, and control.�X�X�Built into S/C HW and SW ��b.	Maintain attitude and field of view models of spacecraft for attitude control planning purposes.�X�X�Model maintain on-board and sent down with status.��c.	Assist in evaluation of spacecraft attitude system performance.�X�X�Monitored and maintained on-board. Status sent down.��3.	Launch Trajectory Services�����a.	Maintain launch parameter models for variously loaded ELV and STS configurations.�X��LV Provider should perform these services.��b.	Update launch parameter models with pre-T0 launch weather conditions and predicted affects.�X��LV Provider should perform these services.��c.	Assist in real time updates of firing parameters during pre-T0 launch operations.�X��LV Provider should perform these services.��

Table C1.3-4,  Spacecraft Analysis Functions Provide:�Early Gnd Auto�Later S/C Auto�Comments��1.	Evaluations of S/C status, performance, and health.�X�X�S/C status will include autonomous evaluation for expert evaluation.��2.	Expert advice and operational control for handling spacecraft resource management.�X�X�Resources managed on-board.��3.	Evaluate requirements for spacecraft contacts.�X�X�Contacts are on-demand.��4.	Perform anomaly analysis and resolution by use of expert advice and operational control.�X�X�S/C status will include autonomous evaluation for expert evaluation.��

Table C1.3-5,  Payload Analysis Functions Provide:�Early Gnd Auto�Later S/C Auto�Comments��1.	Evaluations of payload performance/health�X�X�Instruments perform self evaluation. Experts available from vendors.��2.	Expert advice and operational control for handling payload resource management�X�X�Resources handled autonomously by instrument and S/C. Experts are last resort.��3.	Evaluate requirements for spacecraft contacts in support of payload status and maintenance.�X�X�Instruments and S/C determine contact needs for downloads and uses demand access. User determine contact needs for uploads and uses demand access.��4.	Assist in anomaly analysis and resolution by use of expert advice and operational control.�X�X�Most anomaly analysis and resolution done on-board with experts as last resort.���C1.4	Science Operations Functions



Table C1.4-1,  CSOC provides data handling services to Science Operations as follows:�Early Gnd Auto�Later S/C Auto�Comments��1.	Raw Data Collection�X�X�All data will be captured as before. May be higher level than raw.��2.	Real-Time processing�X�X�S/C and instruments will do more and treat data as files.��3.	Quicklook processing�X�X�Part of S/C and instrument downloads.��4.	Level-Zero (LZ) processing�X�X�Will be performed on-board and data sent down in files (ftp).��5.	Level-One (L1) processing�X�X�This function can be performed by the user’s instrument if so program-med.��

C1.5	Data Storage and Retrieval Services



Table C1.5-1,  CSOC will provide for storage and retrieval of data as follows:�Early Gnd Auto�Later S/C Auto�Comments��1.	Raw Data Storage Services�����a.	Temporary caching of uplink and downlink data at the antenna sites.�X��These are all autonomously done on the ground��b.	Temporary caching of uplink and downlink data at the CSOC IMOC sites.�X��See above.��c.	Medium term storage of uplink and downlink data in a data archive.�X��See above.��2.	Level-Zero Data Storage Services�����a.	Temporary workspace storing of LZ data at the CSOC IMOC sites.�X��See above.��b.	Medium term storage of LZ data in a data archive.�X��See above.��3.	Level-One Data Storage Services�����a.	Temporary workspace storing of L1 data at the CSOC IMOC sites.�X��See above.��b.	Medium term storage of L1 data in a data archive.�X��See above.���C2	Planned Trades

C2.1	Trade Areas for Modifying TDRSS for Demand Access

1.	Determine implementation set of HW and SW to automate the present scheduling system.

a.	Must provide hooks to enable demand access system.

b.	Could merge with station keeping, attitude maintenance, and health monitoring.

c.	Should originate as or later convert to agent based system.

d.	Handle MA and SA operations.

2.	Determine implementation set of HW and SW to add autonomous demand access.

a.	Enable MA and SA operations on-demand.

b.	Install at WSC with no human real time authorization or input needed.

c.	Merge with or subsume the scheduling/operating agent defined above?

d.	Pick HW and SW for recognizing user requests from the network and spacecraft requests from the MA system.

e.	Pick HW and SW for rendering service from the S-band MA system.

f.	Pick HW and SW for rendering service from the K-band SA systems.

3.	Server and protocol for demand access.

a.	What server functions are needed?

1)	Local temporary storage to support store and forward of commands and data – high data rate, large volume – RAID?

2)	Front-End Processor (FEP) functions to provide data and command protection processing (Viterbi, Reed Solomon coding).

3)	FEP functions to provide security and authorization?

b.	What protocols are needed?

1)	Which standards are directly applicable for moving data and commands over the TDRSS (select ATM, TCP/IP, UDP, ftp, html, video, audio, etc.)?

2)	Which protocols need modification to operate correctly and how should they be modified?

3)	What are the protocols for requesting service through MA?

4)	What are the protocols for achieving a handshake connection for MA service?

5)	What are the protocols for achieving a handshake connection for SA service?

6)	What file structures are needed to act as standardized data/command interfaces between the CSOC IMOC’s, the spacecraft, and the user?

7)	Describe data protocols and/or file structure at each point in its life cycle from spacecraft to user and vice versa. Also describe the same for video and audio data.

at instrument, 

at spacecraft temporary storage, 

during downlink, 

after reception, 

on ground station LAN to temporary storage and direct to VPN, 

in ground station temporary storage, 

from ground station temporary storage to VPN,

on IMOC LAN to temporary storage and direct to firewall,

in IMOC temporary storage, 

from IMOC temporary storage to firewall,

on Internet,

at user.

C2.2	Trade Areas for Ground Stations.

C2.2.1	Modification of Existing Ground Stations

The following areas of trade are addressed for the modification of the Ground Networks:

1.	Automation HW and SW to improve ground antenna scheduling.

a.	Enable scheduled access on-demand, i.e., minimize turn-around to slot a demand into the schedule.

b.	Support repetitive data pickup.

c.	Support as-soon-as-possible command uplinks.

2.	HW and SW modifications.

a.	What Front-End Processor (FEP) functions are needed to provide data and command protection processing (Viterbi, Reed Solomon coding)?

b.	Are FEP functions needed to provide security and authorization?

c.	How are FEP’s controlled? What’s can they do?

d.	What is the automation HW and SW to point the antenna and operate it?

e.	Should HW and SW hooks be provided to enable demand access later? How?

3.	Servers and protocols.

a.	What server functions are needed?

1)	Local temporary storage to support store and forward of commands and data.

2)	Capability? High data rate, large volume, RAID architecture?

b.	What protocols are needed?

1)	Which standards are directly applicable for moving data and commands over the GN (select ATM, TCP/IP, UDP, ftp, html, etc.)?

2)	Which protocols need modification to operate correctly and how should they be modified?

3)	What are the protocols for the ground user to request service?

4)	What are the protocols for the spacecraft to request service?

5)	What are the protocols for achieving a high rate handshake connection?

6)	What protocols are needed to support temporary storage (mirroring, surrogate spacecraft, surrogate user, spoofing, etc.)?

7)	What file structures are needed to act as standardized data/command interfaces between the CSOC IMOC’s, the spacecraft, and the user?

8)	Describe data protocol structure at each point in its life cycle from spacecraft to user and vice versa.

at instrument, 

at spacecraft temporary storage, 

during downlink, 

after reception, 

on ground station LAN to temporary storage and direct to VPN, 

in ground station temporary storage, 

from ground station temporary storage to VPN,

on IMOC LAN to temporary storage and direct to firewall,

in IMOC temporary storage, 

from IMOC temporary storage to firewall,

on Internet,

at user.

4.	Demand access (DA).�

a.	Should DA be integrated into scheduled automation, then eventually take over? Or should DA come in as a redesign?

b.	What HW and SW is needed to implement DA?

C2.2.2	Introduction of an Inexpensive Miniature Autonomous Ground Station (MAGS)

Trade areas to be addressed with the MAGS design are:

1.	HW and SW needed to provide autonomous on-demand services.

a.	How are user-demanded command uplinks processed?

b.	How are user-demanded data downlinks processed?

c.	How are spacecraft-demanded data downlinks processed?

d.	How is the spacecraft’s web presence handled?

e.	How is web-wide spacecraft-to-spacecraft and spacecraft-to-interested party data communicated (to enable cooperative science studies)? What broadcasting and trigger techniques are used?

2.	Signal processing HW and SW.

a.	What RF HW is needed for the low rate, omni-directional contact system (used to listen for spacecraft downlink requests and to hail the spacecraft for uplink)?

b.	What is the automation HW and SW to point the antenna and operate it?

c.	What RF HW is needed for the high rate, sharply focused system (used to downlink large amounts spacecraft data and to uplink large amounts of software or modeling information for on-board pre-processing)?

d.	How should transmit and receive signals be autonomously optimized?

e.	What Front-End Processor (FEP) functions should be retained to provide data and command protection processing (Viterbi, Reed Solomon coding)?

f.	What is needed to provide security and authorization?

g.	How should system be designed to allow later protocol upgrades?

3.	Servers and protocols.

a.	What server functions are needed?

1)	Local temporary storage to support store and forward of commands and data.

2)	Capabilities? High data rate, large volume, RAID architecture?

b.	What protocols are needed?

1)	Which standards are directly applicable for moving data and commands over the GN (select ATM, TCP/IP, UDP, ftp, html, etc.)?

2)	Which protocols need modification to operate correctly and how should they be modified?

3)	What are the protocols for the ground user to request service?

4)	What are the protocols for the spacecraft to request service?

5)	What are the protocols for achieving a high rate handshake connection?

6)	What protocols are needed to support temporary storage (mirroring, surrogate spacecraft, surrogate user, spoofing, etc.)?

7)	What file structures are needed to act as standardized data/command interfaces between the CSOC IMOC’s, the spacecraft, and the user?

8)	Describe data protocol structure at each point in its life cycle from spacecraft to user and vice versa.

at instrument, 

at spacecraft temporary storage, 

during downlink, 

after reception, 

to MAGS’ temporary storage and direct to Internet, 

in MAGS’ temporary storage, 

from MAGS’ temporary storage to Internet,

on Internet,

from Internet through IMOC firewall,

on IMOC LAN to temporary storage,

in IMOC temporary storage, 

at user.

c.	How does CSOC coordinate a system of MAGS?

1)	What HW and SW are needed to make up an autonomous agent for coordination.

2)	What additional services are required of CSOC?

3)	How do the MAGS integrate into the final CSOC?

C2.3	Providing On-demand Access to an IP Compliant DSN.

Trade areas to be addressed for providing on-demand service from the DSN are:

1.	HW and SW needed to provide beacon mode on-demand services.

a.	What is the DSN architecture for implementing on-demand beacon mode?

b.	How are the antennas operated autonomously?

c.	How are user-demanded command uplinks processed?

d.	How are user-demanded data downlinks processed?

e.	How are spacecraft-demanded data downlinks processed?

f.	How are the several spacecraft that may be positioned in the same antenna pattern and listening at the same frequency differentiated for uplink and downlink data? Is some form of cell phone-like, time division multiple access (TDMA) or code division multiple access (CDMA) required?

g.	How is the spacecraft’s web presence handled?

h.	How is web-wide spacecraft-to-spacecraft and spacecraft-to-interested party data communicated (to enable cooperative science studies)? What broadcasting and trigger techniques are used?

2.	Signal processing HW and SW.

a.	What RF HW is needed for the low rate, moderately wide-angle contact system (used to listen for spacecraft downlink requests and to hail the spacecraft for uplink)?

b.	What is the automation HW and SW needed to point and operate the low rate beacon service antennas? Does each antenna stare continuously at a single mission’s location in the heavens; or does each perform a periodic step-scan to various spacecraft positions on a time-based schedule, thus reducing the number of required antennas?

c.	What RF HW is needed for the high rate, sharply focused system (used to downlink large amounts spacecraft data and to uplink large amounts of software or modeling information for on-board pre-processing)?

d.	How is frequency selection handled, how many ‘channels’ are available, and what are their ranges?

e.	How should transmit and receive signals be autonomously optimized (tuned)?

f.	What Front-End Processor (FEP) functions should be retained to provide data and command protection processing (Viterbi, Reed Solomon coding)?

g.	What is needed to provide security and authorization?

h.	How should the system be designed to allow later protocol upgrades?

3.	Servers and protocols.

a.	What server functions are needed?

1)	Local temporary storage to support store and forward of commands and data.

2)	Capabilities? High data rate, large volume, RAID architecture?

b.	What protocols are needed?

1)	Which standards are directly applicable for moving data and commands over the DSN (select ATM, SONET, UDP, ftp, html, etc.)?

2)	How do CCSDS and SCPS protocols fit into this IP compliant network?

3)	Which protocols need modification to operate correctly and how should they be modified?

4)	What are the protocols for the ground user to request service?

5)	What are the protocols for the spacecraft to request service?

6)	What are the protocols for achieving a high rate handshake connection?

7)	What protocols are needed to support temporary storage (mirroring, surrogate spacecraft, surrogate user, spoofing, etc.)?

8)	What file structures are needed to act as standardized data/command interfaces between the CSOC IMOC’s, the spacecraft, and the user?

9)	Describe data protocol structure at each point in its life cycle from spacecraft to user and vice versa.

at instrument, 

at spacecraft temporary storage, 

during downlink, 

after reception, 

on DSN LAN to temporary storage and direct to VPN, 

in DSN temporary storage, 

from DSN temporary storage to VPN,

on IMOC LAN to temporary storage and direct to firewall,

in IMOC temporary storage, 

from IMOC temporary storage to firewall,

on Internet,

at user.

c.	How does CSOC coordinate this new DSN system?

1)	What HW and SW are needed to make up an autonomous agent for coordination.

2)	What additional services are required of CSOC?

3)	How does this new DSN integrate into the final CSOC?

C3	Candidate Trades

C3.1	Trade Areas for Incorporating Commercial LEO Communication Satellite Constellations into CSOC Capabilities

Trade areas to consider when using a commercial satellite constellation for collecting NASA spacecraft data or passing uplink commands are:

1.	Will spot coverage meet mission goals?

2.	Can the commercial system handle rather large Doppler shifts?

3.	Can a commercial system provide low rate health and status downlink, command uplink, and/or demand access to a higher rate CSOC system?

4.	Could a CSOC communications spacecraft be plugged-into a constellation to give service to moving spacecraft by using steerable dishes or phased array antennas (assuming these services are not available from the commercial spacecraft in the constellation)? The forward or return data would pass through the commercial constellation and its ground network to accomplish this.

C3.2	Trade Areas for Providing Moon or Mars Communications Constellations.

Trade areas for these constellations are to be determined when CSOC is brought into discussions on these concepts.

C4	Moving CSOC functions to the Spacecraft

CSOC is charged with using consolidations and the application of innovative technology and automation to significantly reduce the cost of NASA’s operations. Very important aspects of this effort are to apply Internet Protocols (IP’s) and to migrate mission operations to software and hardware directly on-board the spacecraft.

The customer spacecraft’s interface to the CSOC network is a wireless ‘connector’ package consisting of a low rate, near omni-directional RF module, a steerable, high rate, Ka-band RF module, hardware to handle encapsulation and decapsulation, encryption and decryption, internet protocols and on-spacecraft routing. The customer’s spacecraft further includes the hardware and software to provide all other functions needed to operate within our architecture with full autonomy and independence (GPS receiver and processor, attitude determination hardware and software, etc.).

The hardware and software needed in the development of the autonomously operated spacecraft that utilize IP networks on-board is described below. The areas of trade are in the implementation of the designs of that hardware and software.

C4.1	The User Spacecraft’s Standard Wireless Network Connector (SWNC)

The SWNC is a package installed on all CSOC network user spacecraft. It is used as a connector to ‘plug-in’ to the CSOC Space and Ground Networks. SWNC equipment can be provided by any vendor that can make equipment that meets CSOC ‘s Wireless Network requirements. The SWNC contains (see figure C4.1-1):

�

Figure C4.1-1, New Spacecraft RF and LAN Hardware for CSOC’s Architecture

1.	A high rate RF equipment set:

a.	A very small, lightweight, low power Ka-band transceiver and RF interconnect hardware.

b.	An alternate very small, lightweight, low power Ku-band transceiver and RF interconnect hardware for connection to older TDRS SA RF systems.

c.	A high-gain, steerable-dish antenna that can see up to and track the TDRSS; or down to and track the MAGS. If this extensive view adjustment is not feasible on a particular spacecraft’s implementation, then two antennas could be used, or one if only one service, ground or TDRSS will suffice.

d.	A small set of Ka-band autotrack detectors (see figure C4.1-2) used in conjunction with the steerable dish to keep the antenna locked on a TDRS spacecraft or a miniature ground station during high rate downlink. 

e.	A small set of Ku-band autotrack detectors used in conjunction with the steerable dish to keep the antenna locked on an older TDRS’s Ku-band SA signal during high rate downlink. 

f.	The antenna could incorporate adjustable focus to enable tuning for wide angle, low rate, demand access signaling for service as well as tuning for narrow angle, high rate data transport.

2.	A low-rate RF equipment set for communicating with the TDRSS MA systems:

a.	A very small, light weight, low power, S-band transceiver; 

b.	Omni-directional antennas (perhaps a couple dipoles) to receive commands, request service, and downlink low rate health, status, and alarm data through the TDRSS;

3.	A low-rate RF equipment set for communicating with the MAGS (used if the Ka-band dish isn’t capable of wide-angle focus):

a.	A very small, light weight, low power, Ka-band transceiver;

b.	An omni-directional antenna (perhaps a couple dipoles) to receive commands, request service, and downlink low rate health, status, and alarm data through the miniature Ka-band ground stations.�

�

Figure C4.1-2, Ka-band High Rate T/R Module with Autotrack Sensing



4.	A Network Module:

a.	Circuits that connect to the low and high rate RF systems and handle the Internet protocols (ATM, TCP/IP, UDP, etc.); 

b.	Reed Solomon and/or Viterbi encapsulation and decapsulation hardware; 

c.	Encryption/decryption hardware, 

d.	Critical command trapping and routing hardware (to implement spacecraft or instrument resets or power/data bus switchovers to allow some fault recovery recourse at the ground); and,

e.	A precision clock with a set of timer/counters for use by the software agents to schedule on-board and space network activities for the user spacecraft.

f.	The on-spacecraft Local Area Network (LAN) (could be Ethernet or IEEE 1394).

5.	Subsystem and Instrument Network Modules:

a.	Circuits that connect a subsystem or instrument to the spacecraft’s LAN and handles the local network protocols; (TCP/IP, UDP, IEEE 1394); 

b.	Encryption/decryption hardware (may or may not be needed at the subsystem/instrument level); 

c.	Critical command trapping and routing hardware (to implement instrument resets or power/data bus switchovers to allow some fault recovery recourse at the ground).

6.	SWNC Software – A package that operates in the spacecraft’s C&DH and that handles:

a.	RF subsystem selection; 

b.	Dish antenna steering and focusing; 

c.	Password protection; 

d.	Performs encryption/decryption; and; 

e.	Implements standard Internet functions (ftp, html, executes Java, server services, etc.).

7.	Spinning spacecraft package - 

a.	The high rate RF equipment set will require development of despun dishes or phased array antennas to support spinning spacecraft. 

C4.2	The User Spacecraft’s Standard Orbital Awareness (SOA) Package

The user spacecraft’s SOA package is a set of special hardware used by the spacecraft software to determine the spacecraft’s earth-orbital parameters and attitude and keep accurate track of spacecraft time. Vendors that meet CSOC requirements provide the SOA hardware. Note that the future CSOC ground networks will not normally provide tracking information to the user. It is expected that spacecraft position knowledge will be measured and maintained by on-board software and hardware and the data will be included as part of the normal download. The SOA is normally provided with the SWNC package and contains:

1.	A GPS antenna, receiver, processor, and LAN interface,

2.	Attitude determination hardware,

a.	A star tracker (LAN compatible);

b.	A low-cost gyro for short-term, closed-loop attitude adjustment (LAN compatible);

c.	A sun sensor.

C4.3	The User Spacecraft’s Standard Deep-Space Network Connector (SDNC)

The SDNC is a package installed on all deep space network user spacecraft. It is used as the connector to ‘plug-in’ to the CSOC Deep-Space Network. Vendors that meet CSOC requirements provide the SDNC equipment. The SDNC contains:

1.	A high rate RF equipment set:

a.	A very small, lightweight, low power Ka-band transceiver and RF interconnect hardware;

b.	A high gain, high-rate steerable dish antenna;

c.	A small set of Ka-band autotrack detectors used in conjunction with the steerable dish to keep the antenna locked on the DSN for navigation and for high rate down-links; 

d.	The antenna could incorporate adjustable focus to enable tuning for wide angle, low rate, demand access, beacon signaling for service as well as tuning for narrow angle, high rate data transport.

2.	A low rate RF equipment set:

a.	A very small, light weight, low power, Ka-band transceiver;

b.	Wide-angle antennas are used to listen for the DSN. These receive low rate commands, send beacon mode requests for service, and downlink identification, time, beacon mode service requests, and low rate health, status, and alarm data to the DSN. These antennas may not be needed on some spacecraft if the high rate dish can change its focus to wide angle.

3.	A Network Module:

a.	Circuits that connect to the low and high rate RF systems and handle the internet protocols (UDP, local TCP/IP, etc.); 

b.	Reed Solomon and/or Viterbi encapsulation and decapsulation hardware; 

c.	Encryption/decryption hardware, 

d.	Critical command trapping and routing hardware (to implement spacecraft or instrument resets or power/data bus switchovers to allow some fault recovery recourse at the ground); and,

e.	A precision clock with a set of timer/counters for use by the software agents to schedule on-board and space network activities for the user spacecraft.

f.	The on-spacecraft Local Area Network (LAN) (could be Ethernet or IEEE 1394).

4.	Subsystem and Instrument Network Modules:

a.	Circuits that connect a subsystem or instrument to the spacecraft’s LAN and handles the local network protocols; (TCP/IP, UDP, IEEE 1394); 

b.	Encryption/decryption hardware (may or may not be needed at the subsystem/instrument level); 

c.	Critical command trapping and routing hardware (to implement instrument resets or power/data bus switchovers to allow some fault recovery recourse at the ground).

5.	SDNC Software – A package that operates in the spacecraft’s C&DH and that:

a.	Controls RF subsystem selection; 

b.	Controls dish antenna steering and focusing; 

c.	Handles password protection; 

d.	Performs encryption/decryption; 

e.	Implements standard Internet functions (ftp, html, executes Java, server services, etc.); 

f.	Handles any remaining CCSDS formatting needed to support deep-space missions.

C4.4	The User Spacecraft’s Standard Deep Space Awareness (SDSA) Package

The user spacecraft’s SDSA package is a set of special hardware used by the spacecraft software to determine the spacecraft’s deep space location parameters and attitude and keep accurate track of spacecraft time. Vendors that meet CSOC requirements provide the SDSA equipment. The SDSA is normally provided with the SDNC package and contains:

1.	The search and ranging functions built into the RF package for locating and measuring the distance to the DSN;

2.	A star tracker to measure angles of the stars, planets, and asteroids with respect to the spacecraft location (with a LAN compliant interface or an intimate integration into the spacecraft’s control computer);

3.	A sun sensor;

4.	Attitude determination hardware (a low-cost gyro for short-term, closed-loop attitude adjustment),

5.	A precision clock with a set of timer/counters for use by the software agents to schedule on-board and space network activities for the user spacecraft.
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